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Molecular Dynamics (MD)
• MD simulation calculate whole atoms 

movement, and get atoms trajectory.

• MD simulation is popular and powerful tool 
for analyzing proteins, DNA, and other 
materials.

• Long time simulation is required,
but its computational cost is high. 
(e.g. 100ns/day) 𝒗

𝒇

𝒇 = 𝑚𝒂
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Quantum Mechanics (QM)
• QM consider effects of electron.

• QM simulation can calculate chemical reactions.

• High accuracy than MD simulation,
and very high Computational cost.

• Base theory : density functional theory(DFT).
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Force field
• Method of approximation to explain forces.

• Experimental model, … etc.
(e.g. Lennard-Jones potential)

https://upload.wikimedia.org/wikipedia/commons/9/93/Arg
on_dimer_potential_and_Lennard-Jones.png
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Ab Initio MD
• Potential energy and forces are obtained using QM.

• QM calculation is very expensive and 
bottleneck of ab initio MD.
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V. Botu, R. ramprasad, 
“Adaptive Machine Learning Framework to 
Accelerate Ab Initio Molecular Dynamics ”, 
Int. J. Quantum Chem., 2015, 115,1075-1083.

• Ab initio Molecular Dynamics with Machine Learning

• Machine Learning model predicts energy and force fast. 
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Spend long time in 
local minimum.

Site-to-site hopping 
is a rare event.
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• Similar configuration 
(parameter) will have 
similar properties 
(energies, forces).

• This energies and forces 
can predict using 
Machine Learning(ML).



2016/10/14 HPC

Introduction 9

• Similar configuration
→ Use ML properties.

• Dissimilar configuration
→ Use QM method and train.
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Method & Models 10

• Learning Model
• Configuration → Feature vector

• Configuration decision engine
• Is it Predictable Configuration?
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Learning Model 11

Generate learning model for energy and each atom’s force.
𝜂: length of fingerprint  

• Fingerprint for energy:

• Fingerprint for force : 𝑽𝑖(𝜂) = {𝑉𝑖
𝑥 𝜂 , 𝑉𝑖

𝑦
𝜂 , 𝑉𝑖

𝑧(𝜂)}

Fingerprint include information of distance to near atoms.  
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Kernel ridge regression 

• 5-fold cross-validation
• 𝜎 is determined by cross-validation
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Decision Engine 14

• If all finger print components is within range of 
already trained finger print.

• More complex decision engine can be developed.
(not attempted in this paper.)

Predictable range
(normalized)
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Datasets (MD) 15

Simulating system

(i) defect-free bulk Aluminum
(ii) Bulk Aluminum containing vacancy
(iii) Clean (111) Aluminum surface
(iv) (111) Aluminum surface with adatom

(ii) system

(111) : crystal orientation
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Datasets (ML) 16

• Energies:
2,000 configure  for each system.

• Forces:
32,000 configure for (i),(ii) system.
64,000 configure  for (iii),(iv) system.

Training data select randomly, 
The remaining is test data.
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• Error vs. Fingerprint vector size
• Error vs. Training data size
• Prediction accuracy ML vs. QM
• Retraining

Evaluation
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Required accuracy

Energy  :  < 1
𝑚𝑒𝑉

𝑎𝑡𝑜𝑚

Force :  < 0.05
𝑒𝑉

Å

• Increasing fingerprint length 
achieve accurate model.

• Error levels converging well 
below numerical DFT noise. 
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Fingerprint size = 8

• Training cost scales as 𝑂(𝑁3).
Optimizing data size is important 
for accuracy and acceleration.

• (i),(ii)   : > 25  configure (energy)
> 50  configure (force)

(iii),(iv):  > 50  configure (energy)
>200 configure (force)
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Training Data
System # configure for Energy # configure for Force

(i),(ii) 100 100

(iii),(iv) 100 750

Energy  :  < 1
𝑚𝑒𝑉

𝑎𝑡𝑜𝑚

Force :  < 0.05
𝑒𝑉

Å
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Accuracy
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Speed

• Each prediction takes roughly a millisecond

• DFT (numerical method) takes 45min 
on 16 core machine.

“speed up on order of 𝟏𝟎𝟔”

Discussion of trade off ?? (accuracy vs. speed)  
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Results: Retraining 23

Unpredictable configure : Transition state (TS)
Vacancy migration 

1 step 5 step 10 step 15 step 20 step
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Results: Retraining(Energy) 24

★： Added to training data
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Results: Retraining(Force) 25

Forces are accurately predicted. 
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• The authors supposed  ab initio MD scheme with ML.

• ML scheme learns previously visited configuration.

• This adaptive strategy is applicable to nonmetallic 
system. 


