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{ Milk}, { Bread }, { Milk, Bread } are Frequent patterns in this example, 
Because they are occurred at more than 50%  
 
The minimum support is decided by user. 
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The rows are transaction. 
The columns are a set of items. 
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DCI is a multi-strategy algorithm for Frequent Itemset 
Mining (FIM), characterized by several phases, each exploiting 
a different strategy. 
 
Candidates item set is pruned by Apriori principle. 
 
 k is incremented at each iteration. 
When k is small, this algorithm use DC phase. 
When k is large, this algorithm use I phase. 
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The bitwise operations are And operation and popcount operation 
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When k is small, CPU calculate support with DC 
 
When k is large, CPU generates candidates, and then sends them to GPU. 
The generated candidates are pruned by Apriori principle. 
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DCI uses a bitwise 
data structure: each retained frequent item is associated 
with a bitmap, where the bit in the nth position is equal 
to 1 iif the nth transaction contains the item.(vertical layout) 
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To avoid bank conflicts, both reduction are performed by using a pair-wise, tree 
based, approach make use 
of the fast shared memory that is present on each multiprocessor. 
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In this approach each GPU multiprocessor works on the intersection and count 
operations related to a different candidate. 
 
The amount of GPU memory required is larger than the one required by the previous 
strategy. 
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Some results about the different items is calculated at the same time. 
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The number of multiprocessors is 30. 

28 



29 



30 



frequent closed itemsets are a condensed representation of 
frequent itemsets that can be directly computed from the 
data. 
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