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Contradiction for fault tolerance and power management

3 Increasing the likelihood of both transient
and permanent faults

Increasing device count > Using more power

Decreasing device sizes

Reliapility




UniF|

A technigue for tfault tolerance and idle power management in sharec
memory multi-core systems

e Emerging to provide an energy—

efficient lightweight checkpoint mechanism to recover from a wide
range of transient and permanent faults.

!

Very low performance and energy overheads




Introduction of UniFl

The synergies between fault-tolerance and idle power management.

Using a novel combination of lazy flushing, in—cache logging, and safe
replacement—that incurs low performance and energy overheads in the
common case of fault—free execution, allowing frequent checkpointing.

UniFl has the unique characteristics of resistive memories to efficiently
recover from a wide range of permanent and transient faults and to
provide efficient idle power management.




Synergy between fault tolerance and power management
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Table 1. I'axonomy of fault tolerance and power management techniques.
Svstem Reliabilicy

Tends to hurt

N/A

Agoressive power management

techniques [38][42]

N/A

Razor [39]. M5-ECC [47]. Word-
disable and Bit-fix schemes [45].
heterogeneous LLC [46]

Tends to help

High-overhead global checkpomting
[71.1241.]25]. and redundancy [40]
mechanisms

Power-aware reliability technicues
[41]. Rebound [45]

UmFI [New]




Background in non-volatile memory technologies

Power has become a primary design constraint for multicore processors
and systems.

e Phase-Change Memory (PCM)
« Spin-Torque Transter Magneto-resistive RAM (STT-MRAM)

All promise scalability, non-volatility, high density, and
energy-efficiency.



UniFl System Model
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Figure 1. A general view of a multicore system with UniFI's support.
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UniFl Checkpointing Mechanisms

Figure 3. different phases of creating a checkpoint (a) and rollback recovery from different faults.



Checkpoint Mechanisms(Checkpointing at Processors)

Processor Storing into In stable

registers orivate caches storage




UniFl Checkpointing Mechanism at caches
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Figure 4. UniFI checkpointing mechanisim.



Checkpoint Mechanisms
(Logging Updates at the Shared Cache)
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Figure 1. A general view of a multicore system with UniFI’s support.

 UniFl avoids extra costs of special log bufters, high energy anc
performance overheads of storing logs in the main memory.
« Recovering is fast and energy efticient.



Checkpoint Mechanisms
(Synchronization and Rollback Recovery)

Restore checkpoints in parallel

N
Reading and unrolling them via load/store

Units

N
Reads and undoes the checkpoint logs




UniFl lale Power Management Mechanisms(a)

This mechanism is mostly
useful for emergencies,
such as thermal
emergencies and power

outage, since It does not let
the previous job commit

g_
:

Restore to OF1 and
Redo lost work
»
:

Pj
1
I
!
L
!
I
L
L
L
!
I

1
i

(a)
power emergency or a detected idle period.



UniFl lale Power Management Mechanisms(b)

NO emergency



Fvaluation setup

Table 2. Simulation Parameters ITH]J]E' 3. STT-MRADMI cache and PCM memory parameters
) ! T 4-wi 4B
Cores § 00O cores, 4GHz frequency, 4-wide L2 Cache Parameters 4MB
1ssue, 192 physical registers SRANM STT-MRANM
I1 Caches Private, 32-KB 1L1/dL1, 4-way associative, Rd/Wrt Latency (core cycle) | 10/10 2774
ilf;Zf ZE;E lg—tfﬁ-l’:’:?aﬂmr:iaﬁve 8 banks Energy per RA/Wrt (pJ/64B) | 1268/1268 1981952
L2 Caches 8-cycle Read latency, 24-cycle Write Leakage Power (mW) 6578 3343
latency, MESI Coherency Memory Parameters DRAM PCM
Main Memory | 4GB, 16 banks, 400MHz bus frequency ICLARCDAWTRAWRARTP/ | 5/5/3/6/3/5/ 5_.-"21-"3.-"'5-"3.-"f:'rﬂ.-"4
: . tRPACCDAWL (mem cycle) | 4/4 /4
Checkpointing | 2 checkpomts, 400K cycles (0.1ms) : _ _
Parameters checkpointing interval Energy per Rd/Wrt (pJ/bit) 1.17/0.39 2.47/16.82

Table 4. Component power consumption of a tyvpical blade with/without power management technigques

Blade Components Active Power Idle Power Sleep Power with PowerNap Sleep Power with UmFT
CPU Chip 80-150W 12-20W 6.86W oW
DEAM DIMMs 3.5-5W 1. 8-25W 1.6W oW
Other modules (PSU. SSD. etc.) 110-262W 210-230W 2W W
Total 450W 2708 10.4W 2W




Fvaluation setup

PARSEC
(Blackscholes,
3odytrack, Canneal,
-luidanimate,
-regmine,
Streamcluster, and
Swaptions),

Benchmarks

SPEComp

(Ammp, Applu,
Equake, Fma3d,
Gafort, Mgrid, Swim,
and Wupwise), anc
commercial workloads
(Apache, Oltp, Job,
and Zeus)




Fvaluation (Baseline)

Table 5. Baseline Configurations

SRAM-DRAM “MB SRAM L2$. DRAM memory SRAM-DRAM baseline

STT-PCM w/o techs -MB STT-MRAM L1L2%, PCM
Memory

STT-PCM w techs -MB SEAM L2%, PCM memory,

(our baseline) extra techmques appled

STT-PCM w large cache |8-MB SRAM L2%, PCM memory,
extra techniques applied

1. evaluate our baseline system and study impacts of
using non-volatile memories.

2. evaluate UniFl" s checkpointing mechanism and idle power
management.



Performance and energy of baseline configurations
normalized to SRAM-DRAM baseline system

BSTIT-PCM wo techs B STT-PCM w techs (our baseline) COSTT-PCM w techs and a larger cache

STT-MRAM and PCM
system without any extra

g m“mmmhmhmh“lmmml configuration) o

SHAM-DRAM

Normalized to

F T e ;ﬁe Ak average 1.5x
Figure ¢ Performance of different baseline configurations slower and requires 1.2x
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: more energy than a
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Figure 7. Energy of different baseline configurations.



Fvaluation: UniFl

The main sources of UniFl's
overheads are:

caching logs in the L2 cache &

cleaning L1 caches.

B Caching Logs in L2 B Others (lazy cleaning and sale writebacks)
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Figure 8. Breakdown of UniFI’s performance overhead over the baseline.
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Figure 9. Breakdown of UniFI’s energy overhead over the baseline.




Evaluation: UniFl" s checkpointing mechanism

mUnFI mPowerMNap mUnFI wPowerNap

50%
0%
TO%H -
G0% -
J0%

40%46 -
J0%4% -
0% -

10% -

Power Saving (%)

Web Mall DNS Sbel Beck Clust
(@) (b)

Figure 10. UniFI’s power savings and relative response time for server workloads Breakdown of UniFI’s

How it saves power by eliminating idle power.



Conclusions

reliability and power management together.

e Uni

Far

UniF
over

- less tha
ge of app

N 2%

icatio

can reduce average power by up to 82% by
nead checkpointi

Ng mechanism and non-vola
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DIScussIion

« This is a coarse-grained system level checkpoints which may tolerate
much higher checkpointing overheads.

« Not enough information about logging updates.

« The UniFl needs larger cache for better performance, however, more
cache also lead to more power overhead.




Thanks tor your listening!
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