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Contradiction for fault tolerance and power management

Decreasing device sizes Increasing the likelihood of both transient 
and permanent faults

Increasing device count Using more power

Reliability
Power



UniFI

• A technique for fault tolerance and idle power management in shared 
memory multi-core systems

• Emerging non-volatile memory technologies to provide an energy-
efficient lightweight checkpoint mechanism to recover from a wide 
range of transient and permanent faults.

Very low performance and energy overheads



Introduction of UniFI

• The synergies between fault-tolerance and idle power management.

• Using a novel combination of lazy flushing, in-cache logging, and safe 
replacement—that incurs low performance and energy overheads in the 
common case of fault-free execution, allowing frequent checkpointing.

• UniFI has the unique characteristics of resistive memories to efficiently 
recover from a wide range of permanent and transient faults and to 
provide efficient idle power management.



Synergy between fault tolerance and power management



Background in non-volatile memory technologies

Power has become a primary design constraint for multicore processors 
and systems.

• Phase-Change Memory (PCM)
• Spin-Torque Transfer Magneto-resistive RAM (STT-MRAM)

All promise scalability, non-volatility, high density, and 
energy-efficiency.



UniFI System Model



Idle Power Management Mechanisms

Using non-volatile memory technologies and its efficient checkpointing 
mechanism to provide both fast transitioning and very low power system-level 
sleep mode.



UniFI Checkpointing Mechanisms



Checkpoint Mechanisms(Checkpointing at Processors)

Processor 
registers

Storing into 
private caches 

In stable 
storage



UniFI Checkpointing Mechanism at caches



Checkpoint Mechanisms
(Logging Updates at the Shared Cache)

UniFI logs data updates to the L2 cache by 
storing their physical addresses and old data 
as log entries. It also caches logs in the L2 
cache, in the same memory bank.

• UniFI avoids extra costs of special log buffers, high energy and 
performance overheads of storing logs in the main memory. 

• Recovering is fast and energy efficient.



Checkpoint Mechanisms
(Synchronization and Rollback Recovery)

Restore checkpoints in parallel

Reading and unrolling them via load/store 
units

Reads and undoes the checkpoint logs



UniFI Idle Power Management Mechanisms(a)

This mechanism is mostly 
useful for emergencies, 
such as thermal 
emergencies and power 
outage, since it does not let 
the previous job commit 

power emergency or a detected idle period.



UniFI Idle Power Management Mechanisms(b)

no emergency



Evaluation setup 



Evaluation setup 

PARSEC 
(Blackscholes, 
Bodytrack, Canneal, 
Fluidanimate, 
Freqmine, 
Streamcluster, and 
Swaptions), 

SPEComp
(Ammp, Applu, 
Equake, Fma3d, 
Gafort, Mgrid, Swim, 
and Wupwise), and 
commercial workloads 
(Apache, Oltp, Jbb, 
and Zeus)

Benchmarks



Evaluation (Baseline)

SRAM-DRAM baseline

1. evaluate our baseline system and study impacts of 
using non-volatile memories.

2. evaluate UniFI’s checkpointing mechanism and idle power 
management.



Performance and energy of baseline configurations 
normalized to SRAM-DRAM baseline system

STT-MRAM and PCM 
system without any extra 
technique (the second 
configuration) is on 
average 1.5x
slower and requires 1.2x 
more energy than a 
SRAM-DRAM system. 



Evaluation: UniFI

The main sources of UniFI's
overheads are:

caching logs in the L2 cache &

cleaning L1 caches.



Evaluation: UniFI’s checkpointing mechanism

How it saves power by eliminating idle power.



Conclusions

• UniFI, a unified technique that addresses two critical challenges of 
reliability and power management together.

• UniFI less than 2% performance and energy overheads for a wide 
range of applications.

• UniFI can reduce average power by up to 82% by leveraging its low 
overhead checkpointing mechanism and non-volatile memories.



Discussion

• This is a coarse-grained system level checkpoints which may tolerate 
much higher checkpointing overheads.

• Not enough information about logging updates.

• The UniFI needs larger cache for better performance, however, more 
cache also lead to more power overhead.



Thanks for your listening!
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